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Abstract: Image classification, as a typical classification task, is a basic and important research topic in the field of computer vision. In the process of
image classification, feature extraction plays an important role in improving the classification accuracy.In this paper, relevant technologies of convolutional
neural networks are introduced first, and the development prospect and research direction of convolutional neural network algorithms are analyzed. Based
on the analysis of the shortcomings of convolutional neural network model AlexNet, an improved network model is proposed. In the preprocessing stage,
the image is unified into the standard size by the bicube interpolation algorithm, and then the image is normalized to maintain the similar distribution
of the input data. At the same time, the structure is optimized, features are extracted by using more refined convolution kernel, and the convolution
layer is deformed to reduce the number of parameters. The local response normalization operation and grouping strategy are abandoned, and the batch
normalization data processing method is adopted. By using the improved activation function to transform the data nonlinear, the performance of the network
model can be improved effectively, and the image classification of Chinese herbal medicine can be realized.

Keyword: Convolutional Neural Network;Chinese herbal medicine;Image classification algorithm

1
11
YannLeCun
GlobalAveragePooling GAP CNN
ResNet GoogleNet
111
ConvolutionalLayer
CNN
CNN
3%3 5x5 [20]
1.2AlexNet
112 LeNet-5[21] YannLeCun
PoolingLayer
LeNet-5
AlexNet
LeNet-5
1.13 AlexNet
FullyConnectedLayers ReLU Dropout LRN
AlexNet GPU

63



: Educational and teaching research, (14)2022,4
3 Universe

Scientific Publishing |SSN2705—1277(OnI|ne), 2737—4130(Pr|nt)
AlexNet
3.1 6 6000 65
2:
LRN Softmax -
SoftMax
5]
3:
2.
2.1 4.3
5.
5.1
Fl-Measure
2.2
5.2
Bagging
AlexNet
3. 6
AlexNet AlexNet
4.
1.
2 ( )
4.1 ;
AlexNet [1]
.2018,03
) , [2] ) , , ) .
, . .2021,12
[3]
-2021-09
[4] 2008
42 [5]
. -2022-10
6] -
Bagging -2021
1 3 :1989.12

=4:1

36.8%

64



